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Abstract. At every moment, innumerable emotions can

indicate and provide questions about daily attitudes.

These emotions can interfere or stimulate different goals.

Whether in school, home or social life, the environment in-

creases the itinerant part of the process of attitudes. The

musician is also passive of these emotions and incorpo-

rates them into his compositions for various reasons. Thus,

the musical composition has innumerable sources, for ex-

ample, academic formation, experiences, influences and

perceptions of the musical scene. In this way, this work

develops the mAchine learning Algorithm Applied to emo-

tions in melodies (3A). The 3A recognizes the musician’s

melodies in real time to generate accompaniment melody.

As input, The 3A used MIDI data from a synthesizer to

generate accompanying MIDI output or sound file by the

programming language Chuck. Initially in this work, it is

using the Gregorian modes for each intention of composi-

tion. In case, the musician changes the mode or tone, the

3A has an adaptation to continuing the musical sequence.

Currently, The 3A uses artificial neural networks to pre-

dict and adapt melodies. It started from mathematical se-

ries for the formation of melodies that present interesting

results for both mathematicians and musicians.

1 Introduction

In all cultures music is present. Regardless of musical in-

tentions, there was a process of musical creation. In this

way, the musical composition is present in the part of a rich

and particular process in the musical production of each

environment. The composition can be the combination of

sounds and silences within a space and time. This way,

there are two important agents, the generator, or musician,

and the listener [1].

The musician, during the written moment of com-

position, defines different ways the construction of his

work, and style with a sonorous interaction. This construc-

tion is defined by their experiences and musical knowl-

edge. Depending on the musical discourse, the musi-

cian can use various tools, instruments: guitar, saxophone,

trumpet, flute; as well as digital instruments: synthesizers,

percussion, and digital drums, etc.

With the emergence of the MIDI protocol, it al-

lowed the development and appearance of countless digital

synthesizers such as Casio, Korg, Roland, etc. There was

also interest in musical research centers for the alternative

development of modules or systems of sound synthesis or

by MIDI protocol. Thus, with the development of instru-

ments compatible with MIDI technology, the possibilities

of output and the facilities with the control and verification

in the construction and composition of melodies [2].

The technological advance allowed several solu-

tions that help the musician in his compositions. The pro-

cess of computer-assisted composition is a example in evo-

lution that allows greater clarity and affinity of the musi-

cian to the computer [1, 3]. The LZ77 algorithm was used

from parts of a musical base for the generation of melodies

[4]. The LZ77 algorithm is a generic algorithm that uses

the Euclidean distance concept to select the best fitness

among the chunks or parts of each song in genotype gen-

eration. In addition, interesting melodies can be generated

from inheritances from different parts of the music base.

Thus, this model pre-processes to generate new melodies.

2 3A algorithm

The self-organizing map (SOM) is a learning algorithm

used in some applications: image recognition, text, finan-

cial market, etc [5]. Basically, the SOM has input parame-

ters and a single output. This learning consists of adapting

numerous input possibilities, and without increasing the

cost of processing, obtaining satisfactory results for each

application. Each input parameter has specific importance

to the evolution of algorithm learning, that it could vary

temporarily. Thus, at each moment the inputs are evaluated

to the algorithm learns and presents the best alternative.

The 3A utilizes a midi synthesizer device con-

nected to a desktop or notebook computer by processing

this data from the Chuck language to output audio or midi,

as shown in figure 1. For this initial works, the 3A consists

in a SOM with MIDI inputs and output. The inputs are

3 MIDI notes played temporarily, the output is MIDI note

played as a melody to suggestions for accompaniment to

musician in real time. Based on inputs, the 3A decides the

harmonic field played by musician. The harmonic field is

the map of learning and its neurons are the notes played

temporarily, as seen in figure 2.

Figure 1: General view from 3A

In figure 2, the first note in SOM is the specific
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musical tone, in other words, in all lines the first note is the

music field tonal and the other notes are part of musical

tones. Each MIDI note played actives respective neurons,

for example, if the G note was played, 3A active 5th neuron

from the first line, 1st neuron from the second line, 4th neu-

ron from the third line. After three sequential notes played,

3A identifies among the neurons which showed the high-

est synapse activated deciding a musical tone and generate

MIDI notes. It is considered the highest synapse activated

the horizontal line with more notes marked in SOM. In

case of there is a duality of synapse identification, in other

words, lines in same quantity of neuron activated, the al-

gorithm selects the leftmost synapse neuron. At each mo-

ment, 3A decides the harmonic field and generates notes,

that it is the melody for accompaniment.

Figure 2: Self-organizing map of 3A

The 3A finds the musical tone among various to

each line, and after that, suggest a note to accompany the

input note in a same musical tone. This result can be tran-

scribed in audio or MIDI. In figure 3 illustrates the machine

learning model (3A) and still one of the activation neuron

synapses.

Figure 3: Structure of 3A algorithm

In first set of experiments, the sequence of notes

or silences generated by 3A follows a normalized random

model that vary in the temporal dimension between whole,

half, quarter, and quaver. For tests, a score made by melody

based on the series prime numbers was used, because this

sequence does not have mathematically completely iden-

tified a pattern. The algorithm was implemented from the

Chuck language [6]. The results obtained show that the se-

quence acquired by 3A varies according to the initiation of

weights for each input parameter. Regarding the architec-

ture of tests, it is being used models of embedded systems

like the model Raspberry Pi[7].
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