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ABSTRACT

The paper presents problems related to automated recognition of printed music
notation. Music notation recognition is a challenging problem in both fields: pattern
recognition and knowledge representation. Music notation symbols, though well
characterized by their features, are arranged in elaborated way in real music
notation, which makes recognition task very difficult and still open for new ideas.
On the other hand, the aim of the system, i.e. application of acquired printed music
into further processing requires special representation of music data. Due to
complexity of music nature and music notation, music representation is one of the
key issue in music notation recognition and music processing. The problems of
pattern recognition and knowledge representation in context of music processing
are discussed in this paper. MIDISCAN, the computer system for music notation
recognition and music processing, is presented.

Keywords: music notation recognition, knowledge representation, music
representation, MIDI format,

1. INTRODUCTION

‘,There are many ways in which computers have been involved in the world of music. One is the score
tion, where musicians can develop a score using an editor to produce a digital output file. This strategy
htbe a good idea, but it is a non-traditional way to develop a score. Another computer application is music

‘Ssing that can help musicians in music creation process: automatic composition of music, analysis of
ical style and so on.
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In this paper we are going to deal with automatic recognition of printed music and its conversion to some
digital forms. Here, musicians can continue developing the scores as they used to, and introduce these printed
scores into a computer to convert them to a digital output file.

Over the last years, efforts have been focused on automatic musical notation recognition. Several research
centers and universities have developed many programs to recognize printed music, ¢.f. (Computing 1994,
Fujinaga, 1988, ltagaki, et al., 1992, Kato et al., 1992). Although some results of these works are quite good,
improvement is needed. The obstacles that developers of these systems have had to face seem to have increased
and most of them are too complex to be solved by classical methods in comparably short execution time of the
system. To show this fact, a couple of the most important problems are listed next:

1. Problems related with the nature of music represented in printed form: here composers feel free to invent
new symbols or contractions of them and this freedom has increased the number of musical dialects
around the world, most of which are not standardized.

2. Problems related with recognition technology: in this area it is common to find symbols with different
sizes and shapes, symbols that overlap one over the other, distortions of the image, etc.

These difficulties have not permitted us to make a universal printed music recognizer system. So, this area
is still open to ideas that can improve the methods already applied or create new ones to have a better
recognition process.

Some problems mentioned above were solved by MIDISCAN. MIDISCAN is a semi-automatic printed
music recognition system which accepts scanned scores and produces a playable file (MIDI file). Such file can
be played on synthesizers, computers, and other equipment that can accept MIDI files. Unfortunately, the
conversion is not so direct, because of that MIDISCAN represents the recognized scores in an intermediate
format called MNOD, cf. (Homenda, 1995).

2. MUSIC NOTATION RECOGNITION - PROBLEM STATEMENT

Music notation can be interpreted as a language allowing to document musical information in a legible,
archival form. Recognition of music notation can of course be modeled as mappings between the printed
notation and the information it represents, cf. Figure 1, cf. (Blostain & Baird, 1992). This general formulation
of the task of music notation recognition does not reflects conceptional and technical problems developers of
recognition systems are faced.

First of all, music notation does not have a universal definition. Although attempts to codify printing
standard for music notation have been undertaken, c.f. (Ross, 1970, Stone 1980), in practice composers and
publishers feel free to adopt different rules and invent new ones. Though most of scores keep the standard,
they still can vary in details. Moreover, music notation, as a subject of human creative activity, constantly
develops and probably will be unrestricted by any codified set of rules. Thus, it may not be possible to built a
universal recognition system accepting all dialects of printed music notation. Furthermore, the nature and
structure of music, even that printed one, is much more complicated than the structure of a text, sO
representation of music is comparably much more difficult than, for example, representation of printed text.
As the result, comparing music notation recognition with text recognition, there are several applicable
computer systems for automated text recognition with considerably high rate of recognition (which can be
calculated as ratio of recognized characters to all characters in the text). As to music notation recognition,
commercial systems are still very rare despite the fact that several research systems of music notation
recognition have already been developed, c.f. (Blostain & Baird, 1992, Fujinaga, 1988, Ttagaki, et al., 1992,
Kato et al., 1992).

On the other hand, it is not quite clear, what music information - the goal of recognition task means, cf.
Figure 1. In fact, meaning of this term may depend on the application of recognition task. For some
applications, e.g. from musician point of view, a complete solution to the music recognition problem is the
specification of: which notes are present, what order they are played in, their time values or durations, and
volume, tempo, and interpretation. Thus, in this case the scanning units are generally quite small, for example,
a clef, one or more key signature, accidentals, a time signature, note heads in a chord, and following music
symbols are not included in scanning units: staff lines, beams, slurs ties brackets, text, and crescendo or
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Figure 1. Music notation recognition

decrescendo signs. However, this set of information is not sufficient for producing parts from a score. As it was

stated in (Blostain & Baird, 1992), these digital files can be used for many purposes: .

1. To adapt existing works to other instrumentations.

2. To convert existing scores to Braille to aid blind musicians.

3. Toread works in old editions and produce a new printing.

4, To spre scores in digital formats and construct a kind of music library which one can see and hear the
music with multimedia equipment, or even change the instruments and features of the score

5. To print newly written music automatically. l

6. To analyze musical structures and styles.

Finally, it should be stated, that designing and developing universal recognition system seems to be
currgmly beyond the horizon. A reasonable strategy for developing recognition system should be based on the
apph.catxon of such a system. This assumption would be useful in restriction both, the class of acceptable
notaqon dialects as well as the format of music information acquired. For example, if recognition of old
no@uons and producing a new printings is considered as a goal of recognition task, it will be effective in
fixing the set of rules defining both, old and new notations.

3. MIDISCAN - RECOGNITION PROGRAM
3.1. Overview of the program

The transformation of data given as printed music into playable MIDI format is the main idea of
MIDISCAN software. This transformation is intended to be as far automated as possible. Unfortunately, at
present stzfge of development of both fields: methods of recognition of printed music notation ::md
repre§entau0n of music data, it is impossible to built fully automated system which could recognize music
Totation :.n?d create playable music data correctly performed with the electronic instrument. Errors appearing
in recognition process, even a few of them, cause that correction of recognized music notation is necessary
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a correction of acquired music data is necessary. The

before it is performed with the instrument. Thus,
g. MIDI format) or in the middle of the road: before

correction may be done on output, playable data (e.
acquired data are converted to playable format.

The first option, correction of a final MIDI format, is regarded as to be less convenient than correction of
recognized data before MIDI conversion. The reason is quite clear, for example, key signature correction needs
only a few operations before MIDI conversion while pitches of many notes should be corrected if wrong key
signature was assumed in MIDI conversion. But this assumption requires the music notation to be represented
in a format allowing for editing, correction and, then, MIDI conversion. This assumption implied the necessity
of acquired data to be represented in the special intermediate format called MNOD (Music Notation Object
Description).

The idea of MIDISCAN is outlined in Figure 1.
ard disk as a set of TIFF files, MIDISCAN can start its task,

Once the score is scanned and stored on a b
d data as a MNOD file format, editing MNOD format and

i.e. recognition of music notation, writing acquire
presenting it to the user for corrections (if necessary), conversion of MNOD file format to MIDI file format.

3.2. Score definition.

Two types of music notation may be processed by MIDISCAN: ensemble and part scores. MIDISCAN
does not detect the type of a processed score, it must be defined by user. In case of ensemble score, i.e. score
with all voices linked together into systems, user only chooses the score type and defines the sequence of pages
of the score (i.e. pages of the original notation scanned and stored in the form of TIFF files). When part score
is processed, i.e. score with voices separated from each other, the number of voices and the number of pages
for every voice must be described before the sequence of TIFF files is defined. The sequence of pages must

keep the order of respective pages of the score.

3.3. System location.
Automated stave location is performed for the whole score before recognition Pprocess is started.

Simultaneously, the structure of the score is detected, i.e. the way systems are located. The number of staves in
every system is detected for the whole score of ensemble type and for every part of the score of part type. Letus
recall that the term "system" is used here in the meaning of:

e all staves performed simultaneously and

e joined together in the score of part of the score.
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I'l)“:ri sizo::,i sf;)lrn ;oilrcle tia:ndfpiano :;vitb thrge staves in the system is an example of ensemble type of score. If voice -
e first and second system, the score has two irregular s i .
St
other systems are regular with three staves. ; ystetms with two staves and the
Part typz score: only scores with constant number of staves in systems for every part are accepted. Up to 3
staves pta T sysfzm are penmt.ted (e.g. orgz.m part of the score consists of 3 staves, other voices consist of no
more staves). A score for string quartet with separated voices is an example of part type score with four part:
and one stave in part system for every part. P

3.4, Stave location.

SLave location algorithms are based on horizontal projections. Theoretically, for non-distorted and non-skewed
images, mefth.ods based on projections should be fully effective: high pass filtering gives clear image of Sty
as five equxdls@nt picks with the height equal to the length of the stave. e o 8 save
Unfongnat.ely, in real images staff lines are distorted too much to give so clear projections, especially wh
prOJCC.(IOIl is done for page width or even for wide region. Scanned image of a sheet of musié is l:)ft ){(w o
staff line thickness ‘differs for different lines and different parts of stave, staff lines are not e uidist::ts 6;\' o
often curved, especially in both endings of the stave, for ensemble type of score staves may h;]ve differel atn inos.
etc. These problems cause that projections done in wide region are useless for stave location s
'(zn ajru;?n??;: Eﬁzgd pxl’ojections li]n n;rrow region are distorted by notation objects such as ledger lines, dynamic
p s, slurs, note heads, etc. Thus, simple filtering does not give i i ient
loca.uon. In MIDISCAN program, horizontal projections in seferal naﬂovsg/ r:gigfx(:n:riua(::;lsyuzf:flfigto?ta: t{ive
vergcal‘ plac.ement gf the staves. Once vertical placement of the stave is located, both endings of it are det ntlendf
Pro;e.cuon§ in .relauvely narrow regions are used in stave endings location task. Iterative process b:s:g .
claSS{cal blse.cuon algorithm is employed in this process - the process starts in the middle of the sta thon
goes in the directions of both endings of the stave. veandthen
An ad.vantage of a;_)plied methods is that distortions such as non-equidistant staff lines, varying thickness of
staff lines, sk.ewed images (skew angle up to 10-15 degrees) and stave curvature, do not’ influence th Seos:
of §tave location as well as the process of notation recognition in an observable Wé’ly © proces
It 1s.w0fth mentioning that stave location process is not fully automatic. In som‘e cases, especially for I
quality images or for very dense notations, automatic stave location is mistaken and,muI::cbe );o:rrec?ev(\;
manuallx. Fortunately, the program is able to detect problems it has and only if automated correction of gi
problem is not possible, location process is suspended unless user fixes the problem. o

3.5. Recognition.

ISV‘I:VS‘;C ;:?gg:j (i)s t::ln;t :rou‘r:“d staves. The position and size of symbols are restricted and determined by the
. So, n identification of staves must be the first stage of recogniti i
gnition process. Having staves and
zﬁe&l:;m;t;?,ntg; tprogfa,m starts f:;ly automated recognition of music. Recognition is done forgevery stave,
N ion is recogni i i i :
NOp. afer gnized and analyzed for given stave, the acquired music data are filled into
Recognition strategy can be seen as three step process:
. object location,
¢ feature extraction
¢ classification.
b(): ei“u;:l ;:)eg : object location - is aum?d at preparing a list of located symbols of music notation. Bounding
o e lying symbols .to be recogmzefl are defined for located symbols. The process of object location is
o prolectu.m an:?lysxs. First, the projection of whole region of given stave on OX axis is processed. The
deﬁvaﬁvproc;:lss is n}amly based on the .analysis of a derivative the projection, c.f. (Fujinaga, 1988,). The
projecti(): (:)J:l ();s;s gives the at;uste‘z;pproxmation of object location. Then, for every rough located object, a
axis is analyzed to obtain vertical location of th j i i i
e ! y ) e object and to improve its horizontal
v%cr?:it::‘ TI.Je nllost 1mportapt dﬁﬁculues are related to objects which cannot be separated by horizontal and
M projections. Also wxd.e. objects as slurs, dynamic 'hairpin’ signs, etc. are hardly located.
ans cfa),(sts it}vo s‘teps of recognition process are based on the list of located objects. both steps: feature extraction
ot :Eauqn overlap each other. and it is not possible to separate them. Feature extraction starts from
g the simplest and most obvious features as height and width of the bounding box containing given
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object. Examining of such simple features allows for classification only in a few cases. In most cases additional
features must be extracted and context analysis must be done. The extraction of features is based on filtering of
projections in the bounding box, analysis of chosen columns and rows of pixels, etc. Several classification
methods are applied for final classification of object including context analysis, decision trees, and syntactical
methods.

Only limited set of music notation objects can be processed in MIDISCAN. This set includes notes, chords,
rests, accidentals, clefs, bar lines, ties, key signatures, time signatures, change of key and time signature,
Rhythmic grouping can also be inserted into acquired music data, though they are not recognized. Other
symbols are going to be recognized and represented in future versions of the program.

Recognition confidence depends on many features of a printed score: font, printing quality, image quality,
notation density, etc. The obvious, general rule may be formulated that the higher quality of printed music and
scanned image, the higher the rate of recognition. ~

Recognition efficiency of MIDISCAN program may be estimated as 95% for good quality of image and 80-
859% for low quality of image. Precise calculation of recognition rate is strictly related to applied calculation
method (c.f. note in chapter 1.), but the scope of the paper docs not allow to discuss extensively this problem.

4. MUSIC REPRESENTATION

Making an analogy between computer processing of a printed text and a printed music, it is worth
underlining that, as to text processing, design and implementation of widely accepted data representation is
considerably easy. Rich Text Format (RTF) format is an examples of such a representation.

Music data representation is far more difficult and, up to now, there is no universal representation widely
used and commonty accepted. Music data formats used in computer Systems are intended more for
task rather than for common use. Even
for special tasks rather than for any purpose. For example,
format was established as a

controllers, mixers, etc. This ability to transmit
performances, although subsequent developments have
video production,

had enormous impact in recording studios,

notation oriented and cannot be easily used as universal format of music representation.

Because recognition confidence in MIDISCAN is not satisfactory enough for direct conversion of -
into MIDI format, it is necessary to edit acquired data, correct it and then convert
tasks need acquired data to be stored in some form suitable for both editing and
developed. This format is called MNOD format

(Music Notation Object Description). It plays the role of an intermediate format between printed music

recognized Thusic notation
into MIDI format. These
conversion, For this particular aim, 2 special format was

notation and playable MIDI format.

It was assumed that recognized music notation would be edited for correction in the form compatible with

original score. This assumption allows for simultaneous displaying of original score and acquired data. It
makes editing and checking correctness of acquired data as easy as comparing two notations which should be

identical. All differences can be easily corrected, even if user is not familiar with music and music notation.

MNOD format applied in MIDISCAN for data representation meets all these requirements.
features give the possibility of data interpretation
oriented, that makes music data easily accessible for both purposes:

symbols. Only symbols edited in MNOD editor (see section 3.5. for the
the format.

MNOD format is structured hierarchically. The levels in this hierarchy
purposes. MNOD format may be regarded as two different structures permeated each other.
The notation oriented structure may be seen in the following levels:

particular
if a particular format is widely spread and commonly applied, it is used
"MIDI (Music Instrument Digital Interface) data
hardware and software specification which would make it possible to exchange
information between different musical instruments or other devices such as sequencers, computers, lighting
and receive data was originally conceived for live
audio and
and composition environments” (c.f. (MIDL, 1990)). Nevertheless, MIDI format, as
performance oriented, is not an universal one. E.g., it is very difficuit or even impossible to represent in MIDI
format graphical features related to music notation. On the other hand, format used by notation programs are

Its main

form both perspectives: notation oriented and performance
editing and MIDI conversion:

Unfortunately, MNOD format applied in MIDISCAN does not represent all commonly used notational
list of the symbols) are represented in

reflects data accessibility for above
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score,

page,

stave on page,

objects of music notation

while performance oriented stru i
e, structured may be outlined as below:

art of sc i
system’ ore (applicable to the scores of part type),
stave in system,
vertical events,
objects of performed music.

This comparison glVeS only Vi on difference: betwi
) 15 ¢ general 1ewW i
l ; X ; S een those attempts‘ Extended discussion on

It is
) worth menuomng that levels of both structores differ in their
simt. y. 8.5 m struct €
uen . .
larl E notatio tructure reflects $€q tial organmization of staves on page while pelf()rmance

oy : st
Similarly, objects of music notation are seen d ystems of the score, regardless of their order on the page

ifferently i
notes must have such features as their position on tl}xle I;:g;h structures. For example, in notation structure

unimportant. On the other h ; while their relative positi :
their position on th T hand, relative placement of notes is signific position to each other is
© page is of less importance. ant for performance structure, while

The approach to musi ! X

 data in graphical form uos:lc dr;p;iiix;au:n appl.led in MIDISCAN is flexible and easy to control: di .

_ processing. , converting music data to MIDI format and independe:t.mlsmai’i;ng

Acquiring contextual infq ; . usic data

notation is the aim of indegle::;‘;atﬂ(;zlwfrom recf)gmzed .music notation and checking correctn £ :

- of pickup/close-out measures, analyzin; rv(z)(‘fes‘six.ng applied in the program. This processing aﬁ‘giv(; freclogmzed

- i o > ice lines, verifyi ; or locating
consistency, monitoring data integri g ying bar lines or change of k PRI

. . e grity. In gener S X ge of key and time signat
considered in wider context creates a lot of regsearcil’p the possibility of independent music data progcess;lxige

* i o i : roblem
Mmusic representation interesting from more general point :f vier:'lated to knowledge representation, that makes

meaning even if they are called

5. EXPERIMENTAL RESULTS

- MIDISCAN was developed d ported on PC 386 an, comp. ble co; puters in WINDOWS environment.
ped and por 3 d atible
puters i
Haxdwaxe requirements are similar as for WINDOWS environment, Dlgl[lZlng resolution of 300 dpi i
p1 18

eecgfﬁtixe si?ebapproximately equal to IMB
es of bigger size can be effecti ‘
: . . files of ectivel

pends on resolution of the image and on notation density R s ifferen for dierent nOfatiOﬂS):

For example, it took ab, i
. g out 75 minut cogni
The experiment was done on PC 386 /%S ;}};e gmzeB gust movement of B

y ach's Brandenb
ormat, 18 staves per page, g Concerto no. G

Hz clock. Th i

oo 386 ock. The score consisted of 1

 aves sp;«.:y siy;lu;gli,u;can;fd at 300 dp1 resolution, The printing qualistyp(';‘fg flfeosch4

ncomtecty eeaiiey and. o ; recogrfmon efficiency for this score was consideraglre
, what was important, system detected all three errors an()],

c o user. Estimated r iti
missin, 3 . ecognition rate
|1sing or mistaken objects or their features, to all objects overheaded 90%. It was calculated as the ratio of

Another experi
periment d o " .
one for Beebtllx];)\gns Fur Elise" gave similar result in speed processing (i
8 e i .
titindatsec ore. All 36 staves of this score were lfit:t:cf recognition was higher due to higher printing qua%it;l.(?f
Mord recognition rate was over 95% accurately, score structure was also correctly detected
~ e experiments done for differe ’
0tati or different s
Ofation, such as pickup and close cores confirmed that context information implied form music

. -out -
kmpafably easily acquired., measures and voice lines analysis and location, was correctly and
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MNOD to MIDI conversion was very fast and took about one minute for Bach's score and a few seconds

for that of Beethoven.'s.
To compare similar parame!
Itagaki, et al., 1992, Kato et al., 1992)..

ters of other recognition systems see (Blostain & Baird, 1992, Fujinaga, 1988,

6. CONCLUSIONS

The ¢ describes MIDISCAN - a recognition system for .printed music notation. Ml:j:ico I:\otl\z:]l:ix;
" T hallenging problem in both fields: pattern recognition and knowledge refpresen 2t .[ed isic
recog_nmon al alc th gh simple and well characterized by their features, are .arranged in s9ph13t1caf
notatlo_n SymbO.S, :lufnusic notation, which makes recognition task highly fl1fﬁcult and still ope(rjx :[);e new
f;onfusmg e rfe fuzzy sets application in skew correction and stave location. Qn the otper hand, ma?il;:
ideas, as for e:xamper,sion of acquired printed music into playable MIDI format, rquu'es sPecxal reprzs?ar tion
o SySlem. CO%\". resentation should be adequate for both: source - notation oriented, anbe gt
o cforms da‘a.' lsdrep sic data. Regarding further development of this systen'l, the ef.fon sh.ould e pu oxcx1
gel‘ifovmn Ct(;s(])crsl'e ni:lp:)l\l"ing recégnition methods, extending class of recognized objects, improving an
ollo :

extending music representation format.

See also (Aikin, 1994, Computing 1994, Homere, 1994, Lindstrom, 1994) for reviews of MIDISCAN.
e ) ) >
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Most of analytic tools developped during this century are exclusively devoted to
pitch structure. It is however an evidence that, at least since Debussy, forming and
linking complex abstract sound-objects are too decisive composing features. This
paper exposes the basis of a computer-aided information and evaluation method
which may bring out significant data for an objective analysis of the formal functions
of these sound-objects. The Prelude La_Cathédrale engloutie , by Debussy,

exemplifies the way this method can contribute to high-level structure
understanding.

1. The goal

Most of analytic tools developped during this century are exclusively devoted to the basic low-level
components of music writing: pitches (or pitches classes). It is however an evidence that, at least since
Debussy, forming and linking complex abstract sound-objects are too decisive composing features. Musicology
and music theory generally approach object-oriented formal structures in a empirical way, asserting, without
demonstrating, that they depend on the laws structuring pitches, considered as the most important, or, indeed,
the unique formal dimension. This paper exposes the basis of a computer-aided method of information and
evaluation of the components of the musical score which may bring out all the necessary data for an objective
analysis of the formal functions of this sound-objects. Restricted — at least for the moment — to the piano
literature, it is aided by a set of algorithms realized inside the Patchwork environment developped at the
IRCAM Institute, Paris !, as part of a PhD research on the 20th Century piano music.

2. The score reading

The source score has to be previously segmented in a sequence of units, basically defined by an
homogeneous content; this homogeneity may be mainly due to the invariance of (most of) its elements, or to
continuous teleological changes. The segmentation process is reached threw a continuity break scanning of the
score, at any desired level: macro-formal stops (rests, fermatas), interruptions of pedal sustains and/or phrase
slurs, continuity breaks in intensities, registers, rhythmical outlines, densities, a.0. These rupture criteria do not
depend on the thematical/periodical structure (phrases and other time-groupings), although coincidences may
be founded, especially at higher hierarchical levels. Nevertheless, independence is fundamental to check

. connections between the object-level organization and lower ones. Each unit is thus a sole (written) sound-

object [See fig.1 for a segmentation sample of the last bars of Debussy’s La Cathédrale engloutie]. Once
segmented, the score is stored in several Midi files (one per segment, i.e. one per sound-object) to be exported
to Patchwork [see, in the sample Patchwork window fig.3, the Midi-import patches and Midi-object storage].

3. The sound-objects evaluation

Each object is analysed by a set of specific algorithmic patches, we name interpreters, connected in a

 hierarchically structured "frequency-modulation® bidimensional network [fig.2], where qualitative evaluations

_ (in round boxes) modulate quantitative ones (square boxes), producing "synthetical® interpreters at a
~ subsequent level.

The "S" dimension is exclusively concerned with achronic aspects of the musical writing: inside the

group of evaluation patches, the AMBITUS single interpreter calculates the range-filling rate of




