16th Brazilian Symposium on Computer Music

SBCM 2017

A Score-Informed Approach for Pitch Visualisation of a Cappella Vocal
Quartet Performances

Rodrigo Schramm'? , Helena de Souza Nunes' , Emmanouil Benetos®

!Department of Music, Universidade Federal do Rio Grande do Sul, Brazil

2Centre for Digital Music, Queen Mary University of London, UK

rschramm@ufrgs.br, helena.souza.nunes@ufrgs.br, emmanouil.benetos@qgmul.ac.uk

Abstract

This paper presents a score-informed method
for visualising the pitch content of polyphonic
signals from audio recordings containing a cap-
pella performances with multiple singers. A
model based on and extending Probabilistic La-
tent Component Analysis (PLCA) is proposed
for estimating the activations of multi-pitch can-
didates, with the support of a 4-dimensional dic-
tionary built on spectral templates of singer vo-
calisations. The model is assisted through a soft
masking mechanism built from the given music
score during the vocal performance. Since the
music score is prior knowledge of our system,
the main contribution of this method is the poten-
tial frame-based visualisation of the fundamen-
tal frequencies of each vocal part, which can be
further used for singing analysis including tun-
ing, vibrato and portamento analysis. We eval-
uate our system on recordings of vocal quartets,
including Bach Chorale and Barbershop styles.
The evaluation process also takes into account
possible discrepancies between the singing per-
formance and the original music score. Exper-
imental results show the influence of such mis-
matches on the final system accuracy.

1. Introduction

The visualisation of multi-pitch content (also
known as pitch salience) of polyphonic music
generated by multiple singers is useful infor-
mation for singing analysis of tuning, vibrato,
portamento and a variety of complex pitch con-
tours. Often, multi-pitch salience is an interme-
diate step of automatic music transcription algo-
rithms, which convert audio signals into a sym-
bolic representation (such as a music score) and
can further be used to support applications in mu-

sic information problems, computational musi-
cology, interactive music systems, and automatic
music assessment.

A method for visualising the pitch content of
polyphonic music signals was proposed in [1],
where a pitch salience function was designed to
produce continuous pitch values. With a simi-
lar aim, [2] presents an approach using the Fan
Chirp Transform [3] for pitch visualisation. De-
spite the interesting results obtained in these two
approaches, a robust method for visualisation of
the multi-pitch content of polyphonic signals is
still needed. In fact, unsupervised techniques
without any additional prior information usually
contain many errors since the mixture of the har-
monic content from different sung notes tends to
generate false positives.

Spectrogram factorisation algorithms have
been extensively applied for automatic music
transcription and source separation in the last
decade, including approaches as non-negative
matrix factorization (NMF) and probabilistic la-
tent component analysis (PLCA) [4-7]. In
these approaches, the input time-frequency rep-
resentation (spectrogram) is decomposed into
non-negative factors, consisting mainly of spec-
trum atoms and note activations. Techniques
based on spectrogram factorisation have shown
a straightforward framework for score-informed
approaches [8, 9] since masking can be applied
to the matrix’s coefficients, guiding the conver-
gence of the optimisation algorithm.

In this paper, we propose a frame-based sys-
tem for visualising the pitch content from poly-
phonic audio recordings. Our system uses a vari-
ation of the spectrogram factorization method
described in [10], and its scope focuses on audio
recordings of a cappella performance with multi-
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ple singers. The original method has shown good
results for (blind) multi-pitch detection. How-
ever, it is not able to perform voice separation,
i.e. assign each detected note to a specific voice
type (e.g. soprano). In our new approach, we
overcome the voice separation limitation by in-
tegrating the music score! information through
a soft masking scheme. Thus, since the music
score is considered prior knowledge, the central
point of this new application is neither on pitch
detection nor note transcription, but on the de-
tailed visualisation of the pitch contour of each
vocal part. Figure 1 shows an example of the out-
put generated by our system. The top image in
this figure shows the spectrogram estimated us-
ing the Variable-Q Transform representation [11]
with 20 cent frequency resolution and frame with
hop size of 20 ms. In the middle is shown the
ground truth, where each colour means a vocal
part (SATB), and on the bottom is shown the esti-
mated multi-pitch visualisation obtained through
the proposed score-informed model.

The remainder of this paper is organised as
follows. Section 2 describes the proposed score-
informed PLCA model with the soft masking
procedure. Section 3 presents the experiments
used to evaluate the system accuracy, including
simulations of singing mistakes in order to quan-
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Figure 1: Multi-pitch visualization

(9 male and 6 female), that have sung sequences
of notes following a chromatic scale and distinct
vowels (/a/, /=/, i/, I/, Iu/).

This collection of pre-extracted spectral tem-

plates is represented by & = P(w|s, p,v), where
variable p € {105, ...,540} denotes pitch in log-
frequency scale (12-tone equal temperament in
20 cent resolution scale from MIDI pitch 21 to
88), s denotes the singer-timber atom index (15
distinct singers), v denotes the voice type (e.g.
soprano, alto, tenor, bass). Both the input sig-
nal and the spectral templates use a normalised
variable-Q transform (VQT) representation [13].
Details on the procedure for the construction of a
similar dictionary are available in [10].

tify the impact caused by discrepancies between
the notes that are out of the soft mask range. Sec-
tion 4 draws conclusions and future work.

2. Proposed Method

Our system for multi-pitch visualisation is a
simplified variant of the spectrogram factorisa-
tion process described in [10]. In this model, the
input time-frequency signal representation is de-
composed into several components denoting the
activations of pitches, voice types, and singer-
timber atoms. This factorisation is supported
by the use of a fixed dictionary of log-spectral
templates, which are extracted from solo singing
recordings in the RWC audio dataset [12]. In
order to build the dictionary, we used record-
ings from subjects of distinct voice types: bass,

2.1. Multi-pitch estimation

The input VQT spectrogram is denoted as
X,: € RYT where w denotes log-frequency
and ¢ time. In the model, X, ; is approximated
by a bivariate probability distribution P(w,t),
which is in turn decomposed as:

baritone, tenor, alto, soprano. The dictionary P(w,t) = (1)
has spectral templates from 15 distinct singers P )ZQDP( ) P(0) Py (plo)
t t(s|p)(v) 3 (plv

'We use a MIDI representation in the case of this work. Spw
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where P(t) is the spectrogram energy (known
quantity).

This model decomposes the probabilities of
pitch and voice type as P(v)P,(p|v). P(v) is the
mixture weight that denotes the overall contribu-
tion of each voice type presenting in the input
recording and P;(p|v) denotes the pitch activa-
tion for a specific voice type (eg. SATB) over
time. The contribution of specific singer sub-
jects from the training dictionary is modelled by
P,(s|p), i.e. the singer-timber contribution per
pitch over time. All unknown model parameters
P,(s|p), P:(p|v), and P(v) are estimated through
the iterative expectation-maximization (EM) al-
gorithm [14].

In the Expectation step we compute the pos-
terior as:

P (slp) P(v) Bi(plv)
s pw E(sp) P (v) Pi(plv)
2

P,(s,p,v|w) =

In the Maximization step, each unknown
model parameter is then updated by:

Py(s|p) o< Y Pu(s,p,v|w) Xy 3)

Py(plv) o< > Pils,p, vlw) Xos )

P(v) oc > Pi(s,p,v|w) Xy (5)
s,p,w,t

The model parameters are randomly initialised,
and the EM algorithm iterates over Eqns (2)-(5).
In our experiments we use 25 iterations. The out-
put of the PLCA model is a 20 cent-resolution
time-pitch representation for each voice type,
given by P(p,v,t) = P(t)P(v)P,(p|v).

2.2. Soft Masking

This multi-pitch estimation model without
any additional information does not perform well
the voice separation. Aiming to overcome this
drawback we introduce a soft masking mecha-
nism. The soft mask is generated from the mu-
sic score which was used as the reference for the
singing performance.
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Figure 2: Soft mask generation: a)
multi-pitch  detection and
score alignment; b) generated
soft mask per vocal part.

For automatically aligning the reference
MIDI score with the audio recording made by
the vocal quartet, we employ a dynamic time
warping (DTW) algorithm [15]. Throughout this
process, each note from the music score is time-
aligned with the sung notes present in the audio
recording, such that an optimal match between
two given sequences (multi-pitch detection over
time and the frame-based representation of the
MIDI score) is found.

The proposed DTW algorithm in this paper
uses a particular local cost function:

C(my, hy) =min( > min(|p,—my,

pve{htj }

%), 8),
(©)

for measuring the distance between the list of
multi-pitch estimates m,, at frame time ¢; and the
list of notes htj from the music score at frame
time ¢;. 3 is a constant that imposes a limit in the
cost contribution when there is no good match
between points ¢; and ¢;.

After the time alignment the notes from the
music score, at each time frame ¢, are used to
generate the soft mask such that

My(plv) ~ N(p}, om) (7)
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follows a normal distribution A/ centred at pitch
p;, from the music note p at voice v, and with
standard deviation o, = 20 bins (equivalent to 4
semitone). The soft mask is normalised along the
frequency bins. Figure 2 illustrates this process.

2.3. Joint multi-pitch visualisation and
voice separation

The PLCA model is initialised with random
parameters, without using the soft mask scheme.
The algorithm iterates until the model conver-
gence (usually after 15 iterations). At this stage,
we extract the multi-pitch detection and perform
the score time alignment to generate the soft
mask. After this point, the spectrogram factori-

sation continues over Eqns (2)-(5). However,
Eqn (4) is replaced by
Py(plv) o

8)

0‘(2 Py(s,p,vjw)Xo ) + (1 — a)de(plv))

where « is a weight parameter controlling the ef-
fect of the soft mask (we have set o = 0.5 based
on our experiments) and ¢ is a hyperparameter
defined as:

P¢(plv) oc My(p|v)Pi(plv). )

The hyperparameter of Eqn (9) acts as a soft
mask, reweighing the pitch contribution of each
voice regarding only the pitch neighbourhood
previously defined by the aligned notes in the
music score.

3. Evaluation

The proposed multi-pitch visualisation sys-
tem is evaluated on two datasets of a capella
recordings?. These datasets contain audio
recordings of 26 Bach Chorales and 22 Bar-
bershop quartets, respectively. All files are in
four-channel wave format with a sample rate
of 22.05 kHz and 16 bits per sample. Each
channel corresponds to a particular vocal part

2Original ~ recordings  available  at

//pgmusic.com.

http:

(SATB). The Barbershop dataset contains only
male voices, while the Bach Chorale dataset con-
tains a mixture of two male and two female
voices. We have extracted a frame-based pitch
ground truth for each vocal part by using a mono-
phonic pitch tracking algorithm [16] on each
monophonic track. Experiments are conducted
using the mix down of each audio file (i.e. poly-
phonic content), not the individual tracks.

We evaluate the multi-pitch visualisation and
the respective voice separation capabilities of
the proposed system by using metrics commonly
used for multi-pitch detection and automatic
transcription evaluation [7]. In these experi-
ments, we estimate the frame-based precision,
recall and F-measure as defined in the MIREX
multiple-FO estimation evaluations [17], with a
frame hop size of 20 ms. For this, we use the
individual voice ground truths and define voice-
specific F-measures of F, F,, F;, and F, for
each respective SATB vocal part. We also de-
fine an overall voice assignment F-measure F),,
for a given recording as the arithmetic mean of
its four voice-specific F-measures.

3.1. Results

Our system generates joint multi-pitch visu-
alisation and voice separation. For compari-
son with other benchmark techniques, which are
originaly measured in semitone scale, we have
down-sampled our system output into 88 MIDI
semitones. The joint multi-pitch detection (af-
ter the binarization of the pitch activations) and
voice separation output is named as MASK4-VA
and MASK4-VA-20 for the semitone representa-
tion and for the 20 cent resolution, respectively.

Table 1 shows the F-measure comparisons
between our proposed method and other three
baseline techniques: MSINGERS-VA [10],
VOCAL4-MP, and VOCAL4-VA [18]. All the
benchmark techniques are PLCA-based models,
but they are not score informed approaches. In
addition, VOCAL4-VA also implements a lan-
guage model based on Hidden Markov models
to improve the voice separation results.

From the multi-pitch detection results shown
in Table 1, it can be seen that MASK4-VA
achieves very high F,, on both datasets. This

16
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Bach Chorales
Model -sz -Fs Fa Ft Fb
MSINGERS-VA 18.02 15.37| 17.59| 26.32| 12.81
VOCAL4-MP 21.84 12.99| 10.27| 22.72| 41.37
VOCALA4-VA 45.31 26.07| 37.63| 49.61| 67.94
MASK4-VA 82.93 72.16| 80.22| 90.65| 88.70
MASK4-VA-20 55.93 56.59| 53.50| 58.14| 55.48
Barbershop Quartets

Model Fya Fs Fpia F Fy
MSINGERS-VA 12.29 9.70 | 14.03| 27.93| 9.48
VOCAL4-MP 18.35 2.40 | 10.56| 16.61| 43.85
VOCAL4-VA 46.92 40.01| 35.57| 29.76| 82.34
MASK4-VA 78.75 69.14| 71.97| 88.87| 85.02
MASK4-VA-20 51.31 47.16| 50.59| 57.77| 49.75

Table 1: Voice assighment results.

good performance is already expected since our
approach is score-informed. The F,, measure for
the MASK4-VA-20 (20 cent resolution) is sub-
stantially lower. This mainly occurs because of
small discrepancies between the ground truth and
the pitch tracking in regions with vibrato.

Another important evaluation is done regard-
ing the vulnerability of our system when there is
the presence of singing mistakes, i.e., when the
sung notes mismatch the target notes in the music
score. To simulate this situation, we randomly
change the pitch value of a percentage of notes
from the music score. The plot in the Figure 3
shows the F-measure evolution as the percentage
of wrong notes increases for the Bach Chorales
dataset. The decrease in accuracy is caused by
two main factors: 1) direct mismatch between
the ground truth and the sung note; 2) incorrect
time alignment from the DTW. The second factor
is a consequence of the first. This result implies
that our technique is more suitable for singing
recordings that are reliable performances of the
respective reference music scores.

4. Conclusion

In this paper, we have presented a score-
informed method for visualising the pitch con-
tent of polyphonic signals from audio recordings
containing a cappella performances with multi-
ple singers. The proposed system uses a spectro-
gram factorisation model for multi-pitch detec-
tion and a soft mask scheme for aiding voice as-
signment. We have evaluated our system on two
datasets (Bach Chorales and Barbershop styles),
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Figure 3: F-measure evolution as a
function of sung mistakes.

comparing results with baseline approaches for
multi-pitch detection and voice assignment.

Experimental results have shown that the soft-
masking scheme improved the multi-pitch visu-
alisation, ensuring good voice assignment. How-
ever, our system is vulnerable to singing mis-
takes since the soft-mask depends on the align-
ment between the singing performance and the
reference music score. Thus, there is certainly
room for improvement. Avenues for future work
include a better handling of singing mistakes dur-
ing the music score alignment and the search for
alternative and robust masking approaches.
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